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Abstract—Neural implicit representations have recently shown
promising progress in dense Simultaneous Localization And
Mapping (SLAM). However, existing works have shortcomings
in terms of reconstruction quality and real-time performance,
mainly due to inflexible scene representation strategy without
leveraging any prior information. In this paper, we introduce
SP-SLAM, a novel neural RGB-D SLAM system that performs
tracking and mapping in real-time. SP-SLAM computes depth
images and establishes sparse voxel-encoded scene priors near
the surfaces to achieve rapid convergence of the model. Subse-
quently, the encoding voxels computed from single-frame depth
image are fused into a global volume, which facilitates high-
fidelity surface reconstruction. Simultaneously, we employ tri-
planes to store scene appearance information, striking a balance
between achieving high-quality geometric texture mapping and
minimizing memory consumption. Furthermore, in SP-SLAM,
we introduce an effective optimization strategy for mapping,
allowing the system to continuously optimize the poses of all
historical input frames during runtime without increasing com-
putational overhead. We conduct extensive evaluations on five
benchmark datasets (Replica, ScanNet, TUM RGB-D, Synthetic
RGB-D, 7-Scenes). The results demonstrate that, compared to
existing methods, we achieve superior tracking accuracy and
reconstruction quality, while running at a significantly faster
speed.

Index Terms—Dense Visual SLAM, Neural Implicit Represen-
tations, Sparse Voxel Encoding.

I. INTRODUCTION

ECOVERING the camera motion trajectory and scene

map from an image stream is a longstanding fundamental
task in 3D computer vision, with widespread applications in
many fields such as autonomous driving [1], robot navigation
[2], virtual/augmented reality [3]. Visual Simultaneous Local-
ization and Mapping (SLAM) systems are often used to solve
this problem. Classical SLAM methods [4]-[6] extract feature
points from consecutive image frames and perform accurate
camera tracking based on the motion of these points, while
constructing a scene map composed of sparse features. How-
ever, this SLAM methods are typically not ideal for domains
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that require high-fidelity representation of the scene surface,
such as virtual/augmented reality and robotics applications.
Some works [7]-[10] can create dense scene maps, but they
often face a difficult trade-off between resolution and memory
consumption, and are limited by a fixed resolution, always
losing reconstruction details at smaller scales.

Recent advances in neural implicit representations—Neural
Radiance Fields (NeRF) [11] have greatly inspired dense
visual SLAM. Essentially, NeRF employs neural network
architecture to directly encode the geometry and appearance
information of 3D points in continuous scene space, thus
enabling the extraction of geometry at any resolution without
increasing memory consumption. In particular, iMAP [12]
represents the entire scene as a multi-layer perceptron (MLP)
and jointly optimizes scene representation and camera poses
using the re-rendering losses. However, due to the limited
expressive capacity of a single MLP, iMAP is only suitable
for small-scale scenes and suffers from severe catastrophic
forgetting. Subsequent works often substitute a single MLP
with hybrid representation, which store trainable embeddings
on explicit scene representation such as voxel grids [13],
octrees [14], and tri-planes [15], and then model the scene
geometry through implicit neural decoder. This hybrid repre-
sentation improves the scalability of the system and mitigate
catastrophic forgetting to some extent. However, these methods
exhibit poor performance in terms of running speed. Existing
SLAM systems based on NeRF typically follow the IMAP [12]
framework, dividing the system into Tracking and Mapping
processes. Under this paradigm, a significant amount of com-
putational resources is consumed by the tracking iterative
optimization run on each input frame and the mapping iterative
optimization performed at regular intervals. Previous methods
often set a large number of iterations for both tracking and
mapping. On one hand, this is due to their lack of utilization
of scene prior information. Specifically, they employ a fixed
scene representation strategy, assuming that the optimizable
scene embeddings are random values sampled from a nor-
mal distribution. This approach neglects the incorporation of
scene prior knowledge, resulting in insufficient understanding
of the scene by the system, which necessitates starting the
optimization from scratch. Consequently, the system requires
more mapping iterations to ensure accuracy (See Fig. 7).
On the other hand, these methods adhere to the traditional
SLAM paradigm, selecting a set of keyframes for continuous
optimization during the mapping process, while the poses
of non-keyframes are only iteratively optimized during their
respective tracking processes. As a result, a greater number
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only optimize keyframe

optimize every frame

Fig. 1. The impact of mapping optimization strategies on our system. The
green trajectory represents the ground truth camera motion, while the red
trajectory represents the estimated camera motion. Compared to selecting a
set of keyframes to maintain the scene map, optimizing each input frame
using sparsely sampled pixels can achieve more robust camera tracking and
more realistic scene reconstruction.

of tracking iterations for each frame are required to ensure
reliable and accurate camera tracking (See Fig. 9), which not
only significantly reduces the running speed of the system,
but also limits tracking accuracy. For SLAM tasks, the real-
time performance of the system is crucial. Therefore, the
requirement for a large number of iterative optimizations is
impractical from a time efficiency perspective.

Inspired by recent successful 3D reconstruction work [16],
in this work, we propose SP-SLAM, which introduces scene
prior information, i.e., signed distance field (SDF) priors
for 3D points, within a framework of hybrid representation,
aiming to achieve rapid model convergence while preserving
the advantages of hybrid representation. Specifically, we back-
project the depth map into a 3D point cloud. Utilizing the
encoder pretrained on the ShapeNet dataset [17] from BNV-
Fusion [16], we encode the SDF priors for each point as
fixed-length embedding vectors, and aggregate them into local
voxels. The core concept of this approach is to utilize existing
depth information to initialize a sparse volume, which encodes
scene priors. This sparse volume captures the fundamental
structural features of the scene, providing the model with
a preliminary understanding before the optimization process
begins. As a result, the model is able to converge more rapidly
with fewer mapping iterations. Meanwhile, to achieve texture
mapping of geometry, we store scene appearance information
on three axis-aligned planes, striking a good balance between
texture quality and memory usage.

Furthermore, we introduce an efficient optimization strategy
for mapping. We fully leverage the inherent capability of
NeRF which enables tracking and mapping by calculating
loss solely on a sparse set of pixels, no longer selecting
keyframes, but sampling a small number of pixels from each
input frame to maintain a pixel database in runtime. During
the mapping process, we retrieve a set of pixels from the
pixel database to optimize scene representation and the poses
of corresponding frames. This optimization strategy enables
SP-SLAM to continuously refine the pose of every input
frame throughout all mapping processes. It not only improves

tracking accuracy (See Fig. 1) but also allows the system
to reduce the number of iterations per frame during track-
ing (See Fig. 9), thereby enhancing real-time performance.
SP-SLAM obtains competitive performance comparing with
representative works [13]-[15], [18], [19] on five benchmark
datasets, Replica [20], Synthetic RGB-D [21], ScanNet [22],
TUM RGB-D [23] and 7-Scenes [24]. In summary, we make
the following contributions:

« We introduce scene priors into the dense SLAM task and
design a novel neural RGB-D SLAM system, capable
of real-time accurate camera tracking and high-fidelity
surface reconstruction.

o We dispense with the concept of keyframes and introduce
an effective optimization strategy for mapping that allows
the system to perform ongoing pose refinement for each
input frame throughout all mapping processes without
adding additional computational load, improving real-
time performance and achieving more accurate camera
tracking.

e Our approach achieves superior tracking and mapping
performance across various datasets, with significantly
faster running speeds.

II. RELATED WORK
A. Visual SLAM

Visual SLAM methods can be mainly categorized into two
types based on the reconstructions of the scene map: sparse
and dense. Sparse visual SLAM methods [4]-[6], [25], [26]
mainly focus on recovering accurate camera motion trajecto-
ries. These methods typically use feature points or keypoints
to represent the environment and estimate camera poses,
generating coarse scene maps. However, in some application
domains, such as robotics, virtual/augmented reality, there
is often a need for globally consistent dense reconstruction.
Existing dense visual SLAM methods can produce detailed
geometric information for reconstructing scenes. They typi-
cally represent the scene as explicit surfels [7], [8], [27], [28]
or volume [9], [10], [29] and store geometric information.
However, these methods struggle to strike a balance between
resolution and memory usage, and they are constrained by
fixed resolutions, leading to a loss of reconstruction details
at finer scales. Additionally, during the tracking process, they
often estimate local poses only through motion estimation be-
tween adjacent frames, making them susceptible to cumulative
estimation errors, leading to camera drift issues. Although
BAD-SLAM [27] and BundleFusion [10] perform global opti-
mization of camera trajectories through bundle adjustment to
reduce error accumulation, due to computational complexity
considerations, they can only optimize the poses of keyframes.
As illustrated in Fig. 1, it demonstrates the limitations on track-
ing accuracy imposed by optimizing only keyframes during
the bundle adjustment process. Recently, some methods [18],
[30]-[35] have introduced deep learning into SLAM systems,
eliminating the need for handcrafted feature extraction by
optimizing end-to-end loss functions to learn the required
features and representations from input data. Compared to
traditional SLAM methods, learning-based SLAM systems
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typically exhibit better accuracy and robustness. However, they
still share similarities with traditional SLAM methods in terms
of overall frameworks and global bundle adjustment strategies.

B. NeRF-based SLAM

Neural Radiance Field (NeRF) [11] is an innovative 3D rep-
resentation method that employs neural network architecture
to directly encode the geometry and appearance information of
3D points in continuous scene space, enabling scene modeling
at arbitrary resolutions without increasing memory consump-
tion. Recently, NeRF has shown promising results in tasks
such as novel view synthesis [36]-[39], object-level recon-
struction [40]-[42], and large-scale scene reconstruction [16],
[21], [43]-[46]. These methods require pre-recovery of camera
motion trajectories from input images, posing difficulties in
their application in unknown environments. Some works [47]—
[49] attempt view synthesis and scene reconstruction without
the input of camera poses, demonstrating that camera poses
can be optimized as learnable parameters through re-rendering
losses. However, a common characteristic they share with
NeREF is the substantial time required for optimization, making
real-time applications challenging. Subsequent works have
accelerated training by explicitly storing scene parameters as
learnable parameters in voxel grids [50]-[53] or octrees [54],
[55], and utilizing tinier MLP decoders. Based on these
techniques, some NeRF-based SLAM methods [12]-[15]have
been proposed, demonstrating advantages in generating high-
precision maps. iMAP [12] combines NeRF for the first time
in performing tracking and mapping, but is constrained by
the limited expressive capacity of a single MLP, making it
unsuitable for large-scale scenes. NICE-SLAM [13] employs a
multi-level feature grid to encode the scene, improving system
scalability. Vox-Fusion [14] and ESLAM [15] adopt octree and
tri-planes, respectively, to represent the scene. They utilize
SDF rather than occupancy for modeling scene geometry,
thereby enhancing the mapping capabilities of the system.
However, these SLAM methods employ a fixed scene repre-
sentation strategy for all scenes without introducing any prior
information. This results in slow model convergence, rendering
them unsuitable for real-time applications. Moreover, they still
adhere to the traditional SLAM paradigm of selecting a set
of keyframes to maintain the scene map and perform global
optimization of camera poses, facing the same limitations
in tracking accuracy as traditional SLAM. In our proposed
approach, we dynamically construct sparse voxels encoding
scene priors based on depth image information to achieve
rapid convergence of the model, enhancing the real-time per-
formance of the system. Additionally, we leverage the property
of the loss function of NeRF-based SLAM to only operate on
sparse pixels in the image, no longer relying on keyframes.
Specifically, we sample a few pixels on each input frame and
add them to a global pixel database for bundle optimization.
In this way, our method can optimize the camera poses of
all historical input frames throughout all mapping processes,
achieving more accurate camera tracking while avoiding in-
formation redundancy and an increase in computational load.
Concurrent to our work, Co-SLAM [56] accelerates training

by combining coordinate encoding with multi-resolution hash
encoding. GO-SLAM [19] extends DROID-SLAM [18] for
online loop closure detection and global bundle adjustment
and integrates it with a map via Instant-NGP [53] for instant

mapping.

1. METHOD

The overview of our system is illustrated in Fig. 2. Given an
RGB-D image input stream, our system estimates the camera
pose for each frame and generates a scene map. Specifically,
a depth encoder extracts local geometric priors from the
depth image and fuses them into a global sparse volume. The
appearance features of the scene are stored on three axis-
aligned planes. Any point = in the three-dimensional world
coordinate system is mapped to the sparse volume and the tri-
planes, where interpolated features are decoded into color c,
and truncated signed distance field (TSDF) s, by two shallow
MLPs. We sample a certain number of pixels from each input
frame and add them to a pixel database. Tracking is performed
on each frame, optimizing the camera pose through a small
number of iterations. Mapping is carried out after tracking
a fixed number of frames. We select optimized frames, and
retrieve pixels from the pixel database to jointly optimize the
camera pose of the corresponding frames and the hybrid scene
representation.

A. Depth Encoding and Fusion

SP-SLAM extracts scene geometric priors from M input
depth images. For a depth map I,,, m € {1,..,M}, we
initially perform a back-projection, converting it into a 3D
point cloud in the world coordinate system based on the
corresponding estimated pose. Subsequently, our method uti-
lizes an encoder to process the point cloud, encoding the
geometric priors at the corner vertices of the local voxels
where 3D points reside, thereby generating a collection of
encoded voxels denoted as V;,,. The encoder is a 3-layer fully
connected (FC) network with 64 nodes in the hidden layer, and
its pre-trained weights are derived from [16]. These geometric
priors are represented as 8 dimensional, trainable embedding
vectors. When the camera is in movement, we continuously
fuse local encoding voxels into a global volume V,;, expressed
as

Vo x Wy + Vi x Wiy,
Wy + Wy, ’

where V' represents the 8-dimensional trainable embedding
vector for each voxel, and W represents the weight of the
voxel, which depends on the voxel itself and the points
contained within a neighborhood.

Our geometric scene representation consists of V; and a
shallow MLP decoder Fg with trainable parameters ©. For
any point p € R® within the volume Vy, we aggregate the
information of the eight vertices of the voxel where it is located
for trilinear interpolation to query the embedding vector of p.
Afterwards, the embedding vector is interpreted by the decoder
F§ as TSDF s, i.e.,

s = F§(p,TriLerp(p,Vy)),

Vg:

Wy =Wy +Wn, (1)

2
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Fig. 2. Overview of SP-SLAM. The depth encoder extracts local geometric priors from the depth image and fuses them into a global sparse volume. Our
hybrid scene representation consists of sparse volumes representing geometry, three planes representing appearance, and two shallow MLP decoders. We
calculate the rays emitted from the camera and sample them layer by layer based on the estimated camera pose, and then predict the color and TSDF of each
sampling point through our scene representation. Volume rendering predicts the color and depth of rays (Sec. III-B). The overall objective function consists of
re-rendering losses and geometric losses (Sec. III-C). The tracking process optimizes the camera pose of the current frame by minimizing the overall objective
function, while the mapping process jointly optimizes the camera pose and scene representation of the selected frame.

where TriLerp(-, -) represents the trilinear interpolation func-
tion and F uses a tanh activation function at the output layer
to map s to [—1,1].

B. Color and Depth Rendering

Feature Tri-plane. In our system, we construct sparse
encoded voxels exclusively in the vicinity of scene surfaces
to reconstruct geometry, eschewing the allocation of voxels in
free space, which is typically devoid of meaningful geometric
information. Nevertheless, this approach falls short for texture
mapping, as color information is continuous. The color of
each pixel in an RGB image is influenced by the cumulative
colors of all 3D points intercepted by the rays emanating
from the camera. Consequently, to precisely represent color
information, voxel grids must extend across the full scene
space traversed by these rays, resulting in a cubic memory
consumption growth. To overcome this issue, we deposit
trainable color features onto three axis-aligned feature planes
[57], denoted as Q : {Q4y, 2, Q. }, which serve to simulate
the functionality of three-dimensional voxels. This technique
curtails memory from cubic to quadratic growth, allowing the
resolution of the feature planes to match that of the sparse
volume representing geometry, which in turn improves the

fidelity of the textures. In practice, to retrieve the color of
a point p in the scene, we first project it onto three feature
planes and subsequently apply bi-linear interpolation to get
the corresponding features fg,(p), fz-(p) and fy.(p). The
color feature f(p) of point p is computed by a straightforward
summation of them as

f(0) = foy(P) + foz(p) + fy=(p)- (3)

Finally, we interpret the color feature of point p as raw color
via a color decoder Fjj with trainable parameters 6 as

cp = Fg(f(p))- ©)

Rendering. For any pixel in the current input frame, the
direction d of its corresponding emitted ray r can be computed
using the estimated camera pose of that frame. To render color
and depth of the ray/pixel, we need to sample along the ray.
We pre-filter out pixels without ground truth depths to ensure
that the ray has a vaild depth measurement D, allowing us
to use depth value to guide ray sampling. Specifically, we
sample a total of N points along the ray as p; = o + z;d,
i € {1,..., N}, where o represents the camera center, and z;
is the depth of point along the ray. These N points include
N, points uniformly sampled from the interval [near, far| and
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N points sampled near the depth within a truncation distance
Tr, where near = n1*D and far = noxD. ny, no are hyper-
parameters that control the distance between the start and end
points of light rays and the surface. For all sampling points
{p1,....,p~}, we map them to the volume V, and the tri-plane
Q to predict their TSDF {s1,...,sx} and color {cy,...,cn }.
We use volume rendering technique to calculate the color and
depth of the ray/pixel by performing a weighted summation
of the color and depth values from all the sample points along
the ray, as

&)

N N
= E wic;, D= g W; Z4,
i=1 i=1

where w; is the weight, representing the termination probabil-
ity of the ray at the sampling point. We use the bell shaped
function proposed by [31] to calculate w; as

w; = o0 (7 %

tr) .U( tr) ©

where ¢r is truncation distance and o is the sigmoid function.

Si

C. Optimization

In this subsection, we aim to optimize the hybrid scene
representation {0, 0, V,, Q} and camera parameters -y through
minimizing the overall objective function:

{@,GI,nViI,lQ,'y} Argbﬁrgb + )\depthﬁdepth + >\fs£fs + )\sdfﬁsdf;

@)
where L,q, and Lgepen, are the re-rendering losses for optimiz-
ing appearance representation. L and L4 are the free-space
loss and SDF loss for optimizing geometric representation.
{Argbs Adepths Afs, Asaf } are their weight coefficients.

We sample M pixels with ground-truth depths and cal-
culate their corresponding rays. As described in Sec. III-B,
we sample a set of N points on each ray, denoted as
Ppn = {p1,..,pn}, m € {1,..., M}. Then we calculate their
rendered color {C1, ..., Cps} and depth {Dy, ..., Dy} through
Eq. 5. The re-rendering losses are composed of color loss
and depth loss, which are defined as the mean squared error
between the rendered values and the observed values:

Lrgy = Z 2, ®)
m=1
‘Cdepth |M| Z m 5 (9)

where ), and D,, are the corresponding observed color and
depth values, respectively.

For sampled points which located within the truncation
region near the surface on the ray, denoted as P”’, we use
depth observations to calculate approximate SDF values for
supervision to learn scene surface shapes as:

D (s

Pt7

— )% (10)

Loar = |M\ Z |Ptr|

where z, represents the depth of point p along the ray.

For sampled points which located between the camera
center and the truncation region, denoted as P/:f, we use free-
space loss to force SDF prediction of these points to approach
the pre-defined truncation distance tr:

Z sp — tr)2.

pEPL’

s 11
£ |M|Z 7 o

D. End-to-End Tracking and Mapping

We follow the framework proposed by iMAP [12], dividing
the system into tracking and mapping processes. The tracking
is performed on each frame, while mapping is performed at
fixed frame intervals.

Tracking. In the absence of ground truth camera pose
information, we initialize the initial camera pose with the
identity matrix. For the subsequent input frame k, we use a
constant-speed motion model to initialize its pose T}. The 4x4
transformation matrix 7}, for the camera-to-world transforma-
tion includes a 3x3 rotation matrix R and a 3-dimensional
translation vector ty, describing the camera’s orientation and
position in space, respectively, i.e.,

Re i r11 Ti2 T13 ty
Tk{o 1}7Rk Tol T22 Tz |, tp = |ty
r31 T32 733 125

(12)

We convert Ry, to a quaternion and combine it with t; to form
a with seven degrees of freedom (DoF) vector 7. During
the I, iterations of the optimization process, the parameters
of geometric embeddings, appearance embeddings, and their
corresponding decoders are kept fixed. In each iteration,
we randomly sample M; pixels from tracked frame k and
perform ray sampling and volume rendering as described
in Sec. III-B. The optimization of camera parameters yj is
performed by minimizing the overall objective function. We
record the minimum value of the overall objective function
and its corresponding optimized camera pose over these I,
iterations, which serves as the final optimization result. After
each tracking is completed, we sample M} pixels from the
current frame to maintain a runtime pixel database.

Mapping. During the mapping process, we select a total
of 200 frames for optimization, including the most recent 20
frames, 90 frames randomly chosen from those with a co-
visibility area greater than 10% with the current frame, and
an additional 90 frames randomly selected from all past frames
to avoid catastrophic forgetting. For each frame, we randomly
retrieve M, /200 pixels from the pixel database and calculate
the corresponding rays. In other words, we retrieve a total of
M, rays, and during the I, iterations, we jointly optimize
the scene representation and the camera poses of these 200
frames.

IV. EXPERIMENTS

In this section, we firstly describe the experimental setup,
and then report the comparative evaluation results of SP-
SLAM and baselines in terms of tracking accuracy, recon-
struction quality, and running time. In addition, we report
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TABLE I
QUANTITATIVE COMPARISON IN RECONSTRUCTION, RUNTIME, AND MODEL SIZE ON REPLICA DATASET [20] AND SYNTHETIC RGB-D DATASET [21].
THE TIME FOR TRACKING AND MAPPING IS REPORTED AS THE TIME OF EACH ITERATION X NUMBER OF ITERATIONS. VOX-FUSION RUNS MAPPING ON
EACH FRAME, ESLAM RUNS MAPPING EVERY FOUR FRAMES, WHILE OTHER METHODS RUN MAPPING EVERY FIVE FRAMES. THE AVG. FPS IS
CALCULATED BY DIVIDING THE TOTAL RUNTIME OF THE SYSTEM BY THE NUMBER OF FRAMES. THE MODEL SIZE IS THE AVERAGE OF EIGHT SCENES.

| | Reconstruction (%) |

Runtime (ms) \ Memory Usage

Datasets | Method | Comp.t Accut FI.t | Track.l Map.|  Track. FPST Avg. FPST | #param (MB)| GPU (GB)|
NICE-SLAM [13] 94.47 9733 9590 | 7.6x10 71.4x60 13.15 1.12 48.5 MB 8 GB
Vox-Fusion [14] 97.73 88.62  93.17 | 15.8x30 46.0x15 2.11 1.67 0.15 MB 5 GB
Replica [20] ESLAM [15] 98.83 99.13 98.98 7.2%x8 17.8x15 17.36 1.58 27.2 MB 9 GB
DROID-SLAM [18] 47.58 23.16 35.37 - - - 17.85 15.3 MB 12 GB
GO-SLAM [19] 84.58 89.98  87.28 - - - 8.64 63.4 MB 15 GB
Ours 99.06 98.14  98.60 6.7x4 10.5%x20 37.31 11.05 26.8 MB 4 GB
NICE-SLAM [13] 81.12 80.04 80.58 | 12.6x10 77.5x60 8.47 <1 13.8 MB 8 GB
Vox-Fusion [14] 86.92 80.83 83.88 | 16.6x30 46.2x15 2.01 1.48 0.06 MB 6 GB
Synthetic [21] ESLAM [15] 84.74 71.81 78.28 6.7x8 25.3x%x15 18.66 2.21 21.2 MB 6 GB
DROID-SLAM [18] 80.21 55.84  68.03 - - - 20.12 15.3 MB 12 GB
GO-SLAM [19] 46.27 60.76  53.52 - - - 10.51 63.4 MB 15 GB
Ours 83.65 95.62 89.64 6.1x4 9.8%x20 40.98 11.58 15.1 MB 3GB

a detailed analysis of the system’s performance. Finally, we
conduct extensive ablation experiments to demonstrate the
effectiveness of our proposed strategy for mapping and system
components.

A. Experimental Setup

a) Baselines: We select three representative neural RGB-
D SLAM methods as our baselines, namely NICE-SLAM [20],
Vox-Fusion [14] and ESLAM [15]. For Vox-Fusion, in ad-
dition to the results reported in the original paper [14], we
also run its officially released code and reproduce results as
Vox-Fusion*. Additionally, we select two deep learning-based
SLAM methods, DROID-SLAM [18] and GO-SLAM [19],
as baselines. Both DROID-SLAM and GO-SLAM are run
in RGB-D mode during the experiment. The reconstruction
results of DROID-SLAM are obtained with TSDF-Fusion [58].

b) Datasets: We evaluate on five datasets. The Replica
dataset [20] contains several highly realistic synthetic 3D
indoor scenes and provides motion trajectories for RGB-D
sensors. We follow the previous work and select eight scene
sequences for evaluation. The Synthetic RGB-D dataset [21]
includes several synthetic scenes with simulated noisy depth
maps and camera motion trajectories. We select six scene
sequences for evaluation. In addition, we also benchmark on
three real-world datasets with low-resolution images, ScanNet
[22], TUM RGB-D [23] and 7-Scenes [24]. All of these
datasets exhibit significant depth noise and severe motion blur.
We select six scenes from the ScanNet dataset, three scenes
from the TUM-RGBD dataset, and all scenes from the 7-
Scenes dataset for evaluation. The ground truth camera trajec-
tories for ScanNet were recovered using BundleFusion [10],
while the ground truth camera trajectories for TUM RGB-D
were captured using an external motion capture system.

c) Evaluation Metrics: For evaluation of reconstruc-
tion quality, we consider Accuracy (Accu.), Completeness
(Comp.) and F'1 score (F1). We sample N, and N, points
from both the reconstructed mesh and the ground truth mesh
(in our experimental setting, IV, = N, = 100, 000). Accuracy

measures the percentage of points among N, that have a
distance less than 5 cm to their nearest point among N,
Completeness measures the percentage of points among
N, that have a distance less than 5 cm to their nearest
point among N,. F'1 score reflects the overall reconstruction
quality, which is defined as the harmonic mean of Accuracy
and Completeness. For evaluation of camera tracking accu-
racy, we consider AT'E proposed in [23], which reflects the
translation error between the estimated pose and the ground
truth camera pose.

d) Implementation Details: We run our system on a
PC with a 3.8GHz AMD Ryzen 7 5800X CPU and an
NVIDIA RTX 3090ti GPU. Our system are performed with the
following default settings: The voxel has a size of 0.04m, and
the side length of the feature tri-plane is 0.04m. The truncation
distance ¢r = 0.08m. Along each ray, N, = 32 and Ny = 11
sampling points are taken, while the hyperparameters for the
start and end values of ray sampling are set as n; = 0.2
and ny = 1.02, respectively. During the tracking process, we
randomly sample M; = 1024 pixels, and set the learning
rates of rotation quaternion and translation vector to 0.001
and 0.002, respectively. After that, we sample M} = 15000
pixels from the current frame and add them to the runtime
pixel database. Mapping is performed every five frames, with
M,, = 2048 sampled pixels. The weight coefficients of the
overall objective function are set as Ageptn, = 0.1, Argp, = 10,
Ars = 20, Asqr = 1000. The geometry decoder and color
encoder both have a 2-layer MLP with 32 nodes in the hidden
layer. In the output layer, the tanh activation function is used
for the geometry decoder, and the sigmod activation function
is used for the color decoder. The geometry decoder and
color encoder both have a 2-layer MLP with 32 nodes in the
hidden layer. In the output layer, the tanh activation function
is used for the geometry decoder, and the sigmod activation
function is used for the color decoder. The learning rates
for learnable embeddings of sparse voxels, feature tri-planes,
decoder parameters, and camera parameters are set to 0.004,
0.004, 0.001, and 0.001, respectively. For the Replica dataset,
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Fig. 3. Qualitative comparison in reconstruction on Replica dataset [20]. The region highlighted by the green rectangle showcases the higher fidelity of our
geometry, and the region highlighted by the red rectangle demonstrates that our method is capable of generating smoother surfaces.

we set [; = 4 tracking iterations and [I,, = 20 mapping
iterations. For the ScanNet dataset, the tracking iterations
I; = 6 and the mapping iterations I,, = 20. Regarding the
TUM RGBD dataset, the tracking iterations I; = 6, and the
mapping iterations I,,, = 30.

B. Evaluation Results on Replica dataset

We evaluate reconstruction quality and camera tracking
on the Replica dataset [20]. Due to both NICE-SLAM [13]
and ESLAM [15] assuming dense scene representation at
full space resolution, they generate surfaces in unobserved
areas. While they can build continuous scene maps, these
approaches face two issues. Firstly, the generated surfaces
often deviate significantly from reality in large unobserved
regions, providing reasonable surface predictions only in the
presence of smaller gaps. Secondly, the dense representation
will produce numerous artefacts outside the scene, requiring
significant time for mesh culling. In contrast, we only establish
sparse voxels near the observed surface and do not consider
geometric representation in unobserved areas. As mentioned
in Vox-Fusion [14], for many real-world tasks, understanding
which areas remain unobserved is often more important than
generating predictions that diverge from reality.

To ensure fairness in the evaluation, we remove unobserved
surfaces and only evaluate the reconstruction quality of the
observed area. We provide quantitative reconstruction evalu-
ation and system runtime of the Replica dataset in Tab. I,
and the results are the average of five runs on eight scene
sequences. It is worth noting that ESLAM spends a significant
amount of time extracting scene meshes, which greatly reduces
its average FPS. Our method surpasses NICE-SLAM and
Vox-Fusion in reconstruction accuracy, performs on par with
ESLAM, and is significantly faster than all of them. DROID-
SLAM has the fastest runtime, and the running speed of GO-
SLAM is comparable to ours, but both have low reconstruction
accuracy. Fig. 3 shows the qualitative reconstruction results of
three scenes. DROID-SLAM and GO-SLAM exhibit signifi-
cant scene detail loss and overly rough surfaces. Our method
recovers more detailed and high-fidelity geometric structures
(note the position marked by the green rectangle in the image)

TABLE 11
QUANTITATIVE COMPARISON IN TRACKING PERFORMANCE ON REPLICA
DATASET [20]. THE NUMBERS FOR NICE-SLAM ARE TAKEN FROM [15].
ALL RESULTS ARE THE AVERAGES OF FIVE RUNS PER SCENE.

Method |[RmO Rml Rm2 Of0 Ofl Of2 Of3 Of4 |Avg.
NICE-SLAM [13]| 1.69 2.13 1.87 126 0.84 1.71 3.98 2.82|2.05
Vox-Fusion*™ [14] | 0.58 1.11 0.81 17.79 091 0.88 0.70 0.86 |2.95

ESLAM [15] 0.71 0.70 0.52 0.57 0.55 0.58 0.72 0.63|0.63
Droid-SLAM [18] | 045 0.31 0.38 0.32 0.34 0.41 0.54 0.51|0.41
GO-SLAM [19] [ 0.85 049 046 039 0.50 0.48 0.63 0.70|0.56

Ours 0.50 0.66 045 0.48 0.45 0.56 0.53 0.49 | 0.52

TABLE III

QUANTITATIVE COMPARISON IN TRACKING PERFORMANCE ON
SYNTHETIC RGB-D DATASET [21](ATE RMSE | [CM]). THE RESULTS
ARE THE AVERAGE OF FIVE RUNS ON EACH SCENE.

Scene ID br. ck. gr gwr ma Wr \ Avg.
NICE-SLAM [13] 1.61 238 159 172 126 6.63 | 2.49
Vox-Fusion [14] 172 279 269 248 199 2.06 | 2.29
ESLAM [15] 292 417 172 202 291 3.68 | 2.90
DROID-SLAM [18] 1.12 1.58 043 123 047 094 | 0.96
GO-SLAM [19] 206 236 124 261 1.12 141 | 1.80
Ours 1.09 195 1.18 153 0.79 1.89 | 141

while also generating smoother surfaces (note the position
marked by the red rectangle in the image). Furthermore, we
evaluate camera tracking on Replica. As shown in Tab. II,
despite fewer tracking iterations, our tracking performance still
surpasses several existing neural SLAM methods, thanks to our
mapping optimization strategy, which continuously refines the
pose of each input frame.

C. Evaluation Results on Synthetic RGB-D dataset

In Tab. I, we present a quantitative analysis of reconstruc-
tion and runtime on the Synthetic RGB-D dataset [21]. The
experimental parameters for all methods on the Synthetic
RGB-D dataset are consistent with those used on the Replica
dataset [20]. Our method achieves the best reconstruction ac-
curacy at real-time speed (12fps). Fig. 4 shows the qualitative
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reconstruction results for three scene sequences. Compared
to the baseline methods, SP-SLAM produces more detailed
and precise geometric structures with fewer artifacts. Tab. III
presents the quantitative results of camera tracking. Overall,
SP-SLAM demonstrates competitive tracking accuracy, outper-
forming previous neural SLAM methods and slightly trailing
behind the learning-based method DROID-SLAM. Notably,
DROID-SLAM focuses on camera tracking but is unable to
perform dense map reconstruction.

breakfast_room

green_room

morning_apartment
§ I
vt LS

ESLAM Vox-Fusion NICE-SLAM

DROID-SLAM

SP-SLAM GO-SLAM

GT

Fig. 4. Qualitative comparison in reconstruction on Synthetic RGB-D dataset
[21]. Our method can produce clearer and more detailed geometric structures.

D. Evaluation Results on ScanNet dataset

To validate the robustness of the system, we also benchmark
our method and baselines on real-world dataset ScanNet [22],
which contains low-resolution images and severe motion blur.
Tab. IV and Tab. V present the runtime on ScanNet and
quantitative camera tracking results for six selected scenes,
respectively. We achieve an improvement of more than 10
times in total runtime compared to NICE-SLAM, Vox-Fusion,
and ESLAM. At the same time, on average, we achieve the
second best camera tracking performance with fewer tracking
and mapping iterations, which mainly benefits from the fusion
of multi-frame observation information and the optimization

TABLE IV
QUANTITATIVE COMPARISON IN RUNTIME ON SCANNET DATASET [22],
TUM-RGBD DATASET [23] AND 7-SCENES DATASET [24]. THE TIME
FOR TRACKING AND MAPPING IS REPORTED AS THE TIME OF EACH
ITERATION X NUMBER OF ITERATIONS. ON THE SCANNET DATASET AND
7-SCENES DATASET, VOX-FUSION RUNS MAPPING ON EVERY FRAME,
ESLAM RUNS MAPPING EVERY FOUR FRAMES, WHILE OTHER METHODS
RUN MAPPING EVERY FIVE FRAMES. ON THE TUM RGB-D DATASET,
BOTH VOX-FUSION AND ESLAM RUN MAPPING ON EACH FRAME,
WHEREAS OTHER METHODS RUN MAPPING EVERY FIVE FRAMES.

| Method | Track. (ms)]. Map. (ms)]. Track. FPST Avg. FPSt

| NICE-SLAM [13] | 11.7x50  114.5%60 171 <1

Z| Vox-Fusion [14] | 286x30  852xI5 1.17 <1
§| ESLAM [15] 7.7%30  23.2x30 433 1.06
%|DROID-SLAM [18] - - - 19.01
GO-SLAM [19] - - - 8.32
Ours 68x6  109x20 2451 9.69

NICE-SLAM [13] | 44.6x200 180.4x60 0.1 <1

S| Vox-Fusion [14] | 29.3x30  87.5x30 1.14 <1

2| ESLAM [15] 11.7x200  28.9x60 0.43 <1
DROID-SLAM [18] - - - 1231
GO-SLAM [19] - - - 8.33
Ours 68x6  109x30 2451 8.14

| NICE-SLAM [13] | 113x50  106.9%60 1.77 <1

§| Vox-Fusion [14] | 283x30  84.9x30 1.18 <1
@|  ESLAM [15] 73x30  25.9%30 4.56 1.18
™| DROID-SLAM [18] - - - 21.64
GO-SLAM [19] - - - 12.05
Ours 65x6  104x20 2564 9.92

TABLE V

QUANTITATIVE COMPARISON IN TRACKING PERFORMANCE ON SCANNET
DATASET [22](ATE RMSE | [CM]). THE RESULTS ARE THE AVERAGE OF
FIVE RUNS ON EACH SCENE.

Scene ID 0000 0059 0106 0169 0181 0207 | Avg.
NICE-SLAM [13] 8.64 1225 8.09 1028 1293 5.59 | 9.63
Vox-Fusion* [14] 1599 9.16 821 9.84 1629 7.73 | 11.21

ESLAM [15] 731 851 751 651 901 571 | 743
DROID-SLAM [18] 7.63 749 7.86 8.08 1092 6.28 | 8.04
GO-SLAM [19] 535 752 1703 774 6.84 529 | 6.63
Ours 527 7.1 8.02 599 11.04 635 | 7.30

strategy for mapping (see Sec. IV-G for more details). While
GO-SLAM demonstrates impressive tracking results, it pays
less attention to scene reconstruction. Despite using neural
implicit methods to construct the scene map, GO-SLAM
perform only minimal iterative optimization due to runtime
considerations, which leads to extremely coarse and less
smooth surfaces. As shown in the geometric reconstruction
results in Fig. 5, we observe that SP-SLAM can produce
smoother and higher-fidelity scene surfaces with more detailed
geometric structures.

E. Evaluation Results on TUM RGB-D dataset and 7-Scenes
dataset

We compare the runtime and tracking performance of SP-
SLAM with existing methods on the TUM RGB-D dataset
[23]. Due to the absence of configuration files for running
the official release code of Vox-Fusion on the TUM RGBD
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Fig. 5. Qualitative comparison in reconstruction quality on ScanNet dataset [22]. The ground truth mesh for ScanNet is obtained through BundleFusion [10].
Compared to existing methods, our method generates smoother scene surfaces and more detailed geometric structures.

TABLE VI
QUANTITATIVE COMPARISON IN TRACKING PERFORMANCE ON TUM
RGB-D DATASET [23].

frl/desk (cm) fr2/xyz (cm) fr3/office (cm)

NICE-SLAM [13] 2.85 2.39 3.02
Vox-Fusion* [14] 2.75 1.42 6.08
ESLAM [15] 2.47 1.11 2.42
DROID-SLAM [18] 1.64 1.61 2.19
GO-SLAM [19] 149 0.68 142
Ours 2.41 1.31 2.39

dataset, we conduct our experiments with the default settings
of Vox-Fusion, setting both the tracking and mapping iterations
to 30 and truncation distance to 0.05. As illustrate in Tab.
IV and Tab. VI, on the challenging TUM RGB-D dataset,
we achieve competitive tracking performance at an average
speed of 9 FPS. Although there is still a gap compared to
learning-based SLAM methods, we have narrowed this gap
and achieved high-fidelity surface reconstruction (See Fig. 6).

We also conduct benchmark tests on seven real-world
scene sequences from 7-Scenes dataset [24], which similarly
contain low-resolution, high-noise depth images and severe
motion blur. The experimental parameters for all methods on
the 7-Scenes dataset are consistent with those used on the
ScanNet dataset. We evaluate runtime and camera tracking
performance, with the results presented in Tab. IV and Tab.
VII. Our method achieves the best tracking performance at
real-time speed (10 FPS).

TABLE VII
QUANTITATIVE COMPARISON IN TRACKING PERFORMANCE ON 7-SCENES
DATASET [24](ATE RMSE | [CM]). THE RESULTS ARE THE AVERAGE OF
FIVE RUNS ON EACH SCENE. COMPARED TO EXISTING METHODS, WE
ACHIEVE THE BEST AVERAGE PERFORMANCE.

Scene ID chess fire heads office pumpkin kitchen stairs |Avg.
NICE-SLAM [13] 2.73 1.89 23.39 883 2250 3.63 3.76 |9.46
Vox-Fusion [14] 272 2.63 3.13 854 1629 351 4.15|5.85

ESLAM [15] 329 196 471 6.01 1654 335 743|722
DROID-SLAM [18] 6.39 3.83 4.08 9.62 1571 5.01 13.34|8.28
GO-SLAM [19] 5.15 3.26 2,06 9.57 1543 381 17.99(8.18
Ours 203 1.37 226 427 1622 348 3.46 |4.76

F. Performance Analysis

Tab. I provides the average model size for eight scenes from
the Replica dataset [20] and six scenes from the Synthetic
RGB-D dataset [21]. According to the results, our model
occupies less storage space than NICE-SLAM [13] and ES-
LAM [15], but more than Vox-Fusion [14]. The reason for
minimal storage space used by Vox-Fusion is its use of large-
sized (0.2m) voxels for constructing the octree representation
of the scene. However, this approach results in the loss of
scene details during reconstruction, leading to overly smooth
surfaces. In contrast, our sparse volume with 0.04m voxels
allows for higher-quality scene reconstruction. Although it
consumes more memory than Vox-Fusion, we believe that a
storage size of 15.1 MB to 26.8 MB is reasonable in practical
computing environments. Furthermore, Tab. I compares GPU
usage of our method with existing approaches on the Replica
and Synthetic datasets. The results indicate that our system
requires lower GPU memory, making it more suitable for
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Fig. 6. Qualitative comparison in reconstruction on TUM RGB-D dataset [23]. Our method is capable of generating higher-fidelity surfaces.
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Fig. 7. Ablation study of depth encoding on morning_apartment in the
Synthetic RGB-D dataset. Iterations here refer to mapping iterations (with all
methods having tracking iterations set to 10). With scene prior information,
our model converges significantly faster than other methods.

TABLE VIII
ABLATION STUDY OF DEPTH FUSION ON Scene0000 IN THE SCANNET
DATASET AND Room0 IN THE REPLICA DATASET.

| Scene0000 | Room0

| RMSE (cm)|. | Comp. (%)T Accu. (%)t RMSE (cm)|
w/o fusion 10.26 99.07 98.86 0.59
w/ fusion 527 99.53 99.04 0.50

running on resource-constrained portable devices.

G. Ablation Study

We conduct ablation studies in this section to validate the
effectiveness of depth encoding and fusion, and optimization
strategy for mapping.

Effect of depth encoding and fusion. Fig. 7 illustrates
the impact of depth encoding on the convergence speed of the
model. We set the tracking iterations for all methods to 10 to
investigate the changes in reconstruction accuracy at different
mapping iterations, thereby analyzing the model’s convergence
speed. The results indicate that, with fixed tracking iterations,
our reconstruction accuracy converges after 10 mapping it-
erations, while other methods require a higher number of
mapping iterations to achieve convergence in accuracy. This
suggests that encoding scene priors using depth information
can significantly enhance the model’s convergence speed.
Our system achieves high-quality surface reconstruction with

w/o fusion w/ fusion

s

g

g

2
3
.
3

Fig. 8. Visual results of depth fusion ablation for geometric reconstruction
on Room0 in the Replica dataset and Scene0000 in the ScanNet dataset.

TABLE IX
AVERAGE CAMERA TRACKING RESULTS OF DIFFERENT MAPPING
OPTIMIZATION STRATEGIES ON THE REPLICA DATASET AND SCANNET

DATASET.
Select KF Replica [20] ScanNet [22]
RMSE (cm){ RMSE (cm)t
KEF strategy 4 1.24 11.41
Our strategy X 0.52 7.30

fewer mapping iterations. Tab. VIII shows the ablation study
results for depth fusion. w/o fusion means that we only insert
newly observed voxels from the local encoded voxels Vi,
into the global volume V; without performing fusion updates.
In contrast, fusing the geometric prior encoded information
from multiple viewpoints improves tracking and reconstruction
performance. The mesh visualization results shown in Fig. 8
demonstrate that depth fusion leads to smoother and more
faithful reconstructions. Additionally, the more precise camera
tracking eliminates artifacts and noise in the reconstruction
results.

Effect of optimization strategy for mapping. Tab. IX
shows the average camera tracking results of our method on
the Replica dataset [20] and ScanNet dataset [22] using differ-
ent mapping optimization strategies. The detailed settings and
implementation of the keyframe (KF) strategy are as follows:
We follow the keyframe addition strategy from previous work
[13]-[15], i.e., adding a frame to a global keyframe list every
fixed frame interval T'. Here, we adhere to the ESLAM setting
with T' = 4. During each mapping process, we select 20
keyframes for bundle optimization from the global keyframe
list, including 18 frames randomly chosen from those with
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Fig. 9. Visualization of camera tracking results on the ScanNet dataset scene0059, comparing our method (using the KF strategy with different tracking
iterations or under default settings) to ESLAM with varying tracking iterations. (a) ESLAM with 6 tracking iterations vs. our method with 6 iterations using
the KF strategy. (b) ESLAM with 10 tracking iterations vs. our method with 10 iterations using the KF strategy. (¢) ESLAM with 20 tracking iterations vs.
our method with 20 iterations using the KF strategy. (d) ESLAM with 30 tracking iterations vs. our method under default settings (6 tracking iterations with

the proposed mapping optimization strategy).

co-visibility relationships with the current frame and the two
most recently added keyframes. For a detailed description
and implementation of our mapping optimization strategy,
please refer to Sec. III-D. Compared to the KF strategy, we
significantly reduce ATE errors. Fig. 9 illustrates the camera
tracking results of our method under default settings, as well as
using the keyframe strategy with different tracking iterations.
By continuously optimizing the pose of each input frame
during all mapping processes, we only set a low number
of tracking iterations, enabling the system to achieve real-
time accurate camera tracking. Additionally, Fig. 9 shows the
unstable tracking results of ESLAM when fewer iterations are
set per frame, due to their focus on optimizing only keyframes.
Neural SLAM methods that rely on keyframe selection need
to increase the number of iterations per frame to achieve
stable tracking. In contrast, our mapping optimization strategy
achieves more stable and accurate camera tracking with fewer
tracking iterations per frame.

V. CONCLUSION

We proposed SP-SLAM, a real-time dense RGB-D SLAM
system, incorporates scene geometry priors into the neural
implicit SLAM framework, aiming to boost both real-time
performance and accuracy. We demonstrate that the neural
implicit SLAM is capable of optimizing the pose of each
input frame without increasing computational load, without
adhering to the traditional SLAM paradigm of selecting a set
of key frames for optimization. Extensive experiments confirm
that SP-SLLAM surpasses existing methods in terms of tracking
and reconstruction, while achieve a marked increase in running
speed.
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